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ABSTRACT: An H/D kinetic isotope effect (KIE) of 80 is found at −20 °C
for the oxidation of 9,10-dihydroanthracene by [FeIV(O)(TMCS)]+, a complex
supported by the tetramethylcyclam (TMC) macrocycle with a tethered
thiolate. This KIE value approaches that previously predicted by DFT
calculations. Other [FeIV(O)(TMC)(anion)] complexes exhibit values of 20,
suggesting that the thiolate ligand of [FeIV(O)(TMCS)]+ plays a unique role in
facilitating tunneling. Calculations show that tunneling is most enhanced (a)
when the bond asymmetry between C−H bond breaking and O−H bond
formation in the transition state is minimized, and (b) when the electrostatic
interactions in the O---H---C moiety are maximal. These two factorswhich
peak for the best electron donor, the thiolate ligandafford a slim and narrow
barrier through which the H-atom can tunnel most effectively.

■ INTRODUCTION

Among the more challenging chemical transformations carried
out by enzymes is the oxidative functionalization of inert C−H
bonds,1 including the hydroxylation of the very strong C−H
bond (105 kcal mol−1) in methane.2,3 Due to the low mass of
the hydrogen atom, tunneling, which is experimentally probed
by measuring kinetic isotope effects (KIEs), can be a major
contributor to faster reaction rates, selectivity, counterintuitive
reactivity, etc.4−9 Examples of enzymatic high-valent iron
oxidants that exhibit KIEs with values as large as 100 in C−
H bond oxidation reactions10 include cytochromes P450
(CYPs, ∼15),11 soluble methane monooxygenase (sMMO,
∼50),12−14 taurine dioxygenase (TauD, ∼50),15−17 and
soybean lipoxygenase (SLO, ∼80).18 For a double mutant of
SLO, Hu et al. demonstrated KIEs approaching a value of
700.19 Tunneling can therefore become a major factor in the
ability of a given enzyme to perform challenging trans-
formations of C−H bonds and can, if appropriately modulated
by the environment, lead to enhanced selectivity for certain C−
H bonds present in substrates that go beyond simple selectivity
principles dominated by bond strength considerations.
Since the report of the X-ray structure20 of the synthetic non-

heme oxoiron(IV) complex [FeIV(O)(TMC)(NCMe)]2+, 1-
(NCMe) in Figure 1a with an intermediate spin state (S = 1),
related complexes bearing the TMC ligand framework have
provided us with great insight into the C−H bond-cleaving
reactivity of non-heme oxoiron(IV) complexes.21,22 An early

and puzzling observation was made in the investigation of the
reactivities of a series of these complexes with varying axial
ligands, Lax, bound trans to the oxo ligand, namely Lax = NCMe,
N3

−, CF3CO2
−, and thiolate.23 For the last complex in the

series, the thiolate moiety had to be tethered to the TMC
framework in order to be observed.24

The studies of Sastri et al.23 found that the second-order rate
constant for oxygen atom transfer (OAT) to PPh3 decreased as
a more electron-donating axial ligand was employed, reflecting
the diminishing electrophilicity of the FeIVO unit. In stark
contrast, an opposite trend was observed23 for the oxidation of
9,10-dihydroanthracene (DHA), a hydrogen atom transfer
(HAT) reaction, with the reaction rate increasing as the axial
ligand became more electron-donating. As this trend was the
opposite of that observed for the OAT rates, it was described as
anti-electrophilic and was rationalized by invoking a change in
spin state, from S = 1 to S = 2 en route to the transition state,23

a phenomenon termed two-state reactivity (TSR)25,26 and
depicted schematically in Figure 2. More specifically it was
argued early on that the spin state gap between the S = 1 and
the S = 2 spin states (see ΔE(Q‑T) in Figure 2) would govern
how reactive a given oxoiron(IV) complex of the TMC family
would be toward C−H bonds.23
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Further support for this notion was achieved by increasing
the number of experimentally studied TMC-based complexes
from the original set of 4 to the current set of 10 (Figure 1) and

comparing their observed reactivity properties with computa-
tional results.28 These oxoiron(IV) complexes are depicted in
Figure 1 and specified by their axial ligand, Lax. A clear
correlation between the spin-state splitting energy (ΔE(Q‑T))
and the reactivity has been found previously, which supports
the notion that the reaction occurs on the S = 2 spin surface.28

However, this quantity is solely attributed to the isolated
complex and can thus only be indirectly tied to the actual C−H
bond breaking event in the transition state.
In an attempt to establish a more direct link between

experiment and theory for the C−H bond cleavage, some of us
had computed kinetic isotope effects (KIEs) for the oxidation
of DHA by the aforementioned series of TMC-based
complexes.27 One major conclusion from that study is that
the tunneling-augmented KIE value is a good probe of the
reactive spin state, an approach that has more recently been
applied to a variety of examples.29−32 While the KIE values
calculated for an S = 1 process of the FeIV(O)(TMC)
complexes shown in Figure 1 are 1−2 orders of magnitude
larger than the experimental values obtained,23 those calculated
for a process starting on the S = 1 spin surface and going
through the transition state on the S = 2 surface (5TS) are in
accord with known experimental values (Table 1). A
particularly impressive example is the case of C−H bond
oxidation of DHA by the oxoiron(IV) complex 3 bearing a
trifluoroacetate axial ligand. A KIE of 1045 has been computed
for the S = 1 spin state, compared to 16 computed for the S = 2
spin state,28 and the latter is in excellent agreement with the
experimental value of 19 reported by Sastri et al.23

Before proceeding, we note that this result does not
necessarily mean that reactions proceeding on the S = 1 spin
surface would always be expected to have such extreme KIEs
for C−H bond oxidation. For other non-heme complexes, such
as the oxoiron(IV) complex supported by the N4Py ligand
(N,N-bis(2-pyridylmethyl)-N-bis(2-pyridyl)methylamine), the
computed KIE for the S = 1 state actually matches the
experimental data (55 ± 5) in the oxidation of the allylic C−H
bond of cyclohexene, while the value calculated for the S = 2
state is much too small (∼4).31,33 Similarly, oxoiron(IV)
porphyrin complexes have recently been predicted to exhibit a
KIE = 33 for the S = 1 spin state at T = 288 K in DHA
oxidation vs 4 for S = 2,34 and the computed S = 1 value is
comparable to the experimental one of 20.35 From these data
we can see that the potential energy surfaces (PESs) for the
respective S = 2 spin states are shallower and less amenable to
tunneling than the S = 1 spin states. Note however that, in
contrast to most of the other synthetic non-heme oxoiron(IV)

Figure 1. [Fe(O)(TMC)(Lax)]
Z+ (Z = 1. 2) complexes used in this

study (with the bolded numbers in parentheses representing the
oxidants in plots presented in later figures). Complexes marked in red
refer to the original data reported by Sastri et al.23

Figure 2. Generic TSR scenario for S = 1 non-heme oxoiron(IV)
complexes. Adapted from ref 27.

Table 1. Comparison of Experimentally Determined and Computed KIEs for the C−H Bond Oxidation of DHA by Various
TMC-Based Oxoiron(IV) Complexes

KIE ref

complex conditions expt calc ν (imag), cm−1 expt .calc

[Fe(O)(TMC)(NCMe)]2+ MeCN, 25 °C 10 (25 °C) 14.4 (25 °C) 1346 23 27
[Fe(O)(TMC)(N3)]

+ MeCN, 0 °C 17 (0 °C) 22 (0 °C) 1614 23 27, 28
[Fe(O)(TMC)(O2CCF3)]

+ MeCN, 0 °C 19 (0 °C) 16 (0 °C) 1480 23 28
[Fe(O)(TMC)(OAc)]+ MeCN, 0 °C 19 (0 °C) 30 (0 °C) 1634 28 28
[Fe(O)(TMC)(OPr)]+ MeCN, 0 °C 17 (0 °C) 37 (0 °C) 1624 28 28
[Fe(O)(TMCAc)]+ MeCN, 0 °C ∼15 (0 °C) 38 (0 °C) 1715 28 28
[Fe(O)(TMCPr)]+ MeCN, 0 °C 20 (0 °C) 39 (0 °C) 1740 28 28
[Fe(O)(TMCS)]+ MeOH, −20 °C 80 (−20 °C) 98 (−20 °C) 1860 this work 27

and 0 °C ∼60 (0 °C) 61 (0 °C) this work
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cases, certain oxoiron(IV) systems with strongly donating
macrocyclic ligands, both heme and non-heme, have S = 2
states that lie significantly higher in energy than the S = 1 spin
state, resulting in single-state reactivity.34,36−38 A notable
feature of these complexes is the change in the ordering of
the frontier molecular orbitals such that the σ*(dx2−y2) orbital is
at higher energy than the σ*(dz2) orbital. Thus, it is not a rule
that S = 2 must be the reactive spin state of oxoiron(IV)
complexes. As such, KIE determination by both experiment and
theory constitutes a powerful tool to identify the reactive spin
state.
Particular focus has been placed27 on the connection

between the KIE and the anti-electrophilic trend for C−H
bond activation found for a series of [FeIV(O)(TMC)(Lax)]
complexes.23 It was predicted that the KIE should increase with
the electron-donating ability of the axial ligand (Lax in Figure
1), more specifically in the order of KIE(MeCN) (1) <
KIE(azide) (2) < KIE(thiolate) (6). The KIE for the reaction
of the complex with Lax = thiolate was calculated to be 51−61
(298 K) and significantly larger than those for the other ligands
due to much more extensive tunneling in the case of the
thiolate complex. Since tunneling “cuts through” the barrier
(see Figure 3a), the effective barrier, ΔE⧧eff, for the reaction of
6 becomes lower than the corresponding one for 1.
Furthermore, it is found that the tunneling effect on the
barrier increases as the Lax ligand becomes a better electron

donor. Figure 3b shows the variation of the barrier cutting due
to H-tunneling as a function of the donor-ability index of the
axial ligand ΔqCT(Lax). This index provides the calculated
amount of charge transferred from the axial ligand to the rest of
the iron-oxo complex upon coordination of Lax to the
oxoiron(IV) unit.27 For thiolate a value of ΔqCT = −1 was
calculated, whereas for NCMe only ΔqCT = −0.3 was obtained,
which means that, upon coordination to the iron(IV) ion,
thiolate transfers 1 e− to the rest of the molecule, whereas
NCMe transfers only 0.3 e−. It has been argued that it is this
Lax-donicity-dependent tunneling effect on the barrier that is
responsible for the observed anti-electrophilic effect, by
rendering the effective H-abstraction barrier ΔE⧧eff lower for
thiolate than for NCMe.
At that point in time, experimental KIE values were available

only for complexes bearing axial MeCN, azide and trifluor-
oacetate ligands. As mentioned already, these values matched
the computed ones only for the S = 2 spin surface, as the
computed values for the S = 1 spin surface were much, much
higher.27 In our recent study, where the number of complexes
in the TMC series was increased to 10,28 we reported
experimental and computed KIEs for DHA oxidation for a
series of carboxylate-substituted complexes. One of the
noteworthy comparisons was between complexes with axial
ligands that were either free or covalently attached to the TMC
framework. For example, in the case of the acetate ligand, we
observed a 100-fold rate difference between the tethered and
untethered cases.28 Despite this significant difference in
reactivity, both complexes exhibited very similar KIEs,
suggesting that the difference in reactivity is caused by the
geometrical constraint imposed by tethering the axial ligand
and not by the nature of the axial ligand itself. While we were
able to establish that there are factors influencing reactivity that
go beyond simply the type of axial ligand, we also showed that
tunneling can contribute to reactivity by lowering the activation
barrier, approximately to the same extent, 2−2.9 kcal mol−1, for
all the carboxylate-type ligands.28 We recall that, for complex 6
with axial thiolate, the best donor ligand in the series in Figure
1, the barrier was predicted to be lowered by 3.4−3.5 kcal
mol−1 relative to the parent complex featuring a MeCN ligand
in the axial position, the largest difference in the series.27

In the present Article we report the KIE for DHA oxidation
by 6 to obtain experimental evidence for the theoretical
prediction.27 We also derive a physical basis for how the axial
ligands can alter the tunneling contribution and KIE and
ultimately give rise to rate enhancements by inducing
nonclassical and counterintuitive behavior. Our findings have
direct implications for thiolate-ligated high-valent iron centers
in biological systems and provide a basis for experimentally
observed trends.

■ RESULTS
In our efforts to further understand how the axial ligand affects
the reactivity of the oxoiron(IV) unit and, more specifically,
how it modulates the KIE in C−H bond activation, we began
by first establishing an experimental basis by determining the
KIE for the [Fe(O)(TMCS)]+ complex (6) where TMCS is
TMC with an appended Lax = thiolate (for a structure see
Figure 1). The experimental and computational details are
given in the Methods section.
We judge this [Fe(O)(TMCS)]+ complex24 to be of

particular relevance to this effort, as it is predicted to exhibit
a theoretical KIE that is substantially higher than for complexes

Figure 3. (a) Cartoon depicting barrier cutting due to H-tunneling.
Reproduced with permission from ref 27 (Scheme 5). Copyright 2015
American Chemical Society. (b) The extent of barrier cutting due to
tunneling, ΔΔE⧧tun, vs the donor ability ΔqCT(Lax) of the axial ligand
(calculated using NBO at the UB3LYP/LACVP* level of theory) on
the [Fe(O)(TMC)(Lax)]

Z+ complexes (Z = 1, 2).
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with other axial ligands.27 It is also noteworthy that this
complex represents the only well characterized example to date
of a high-valent non-heme oxoiron(IV) complex with an axial
thiolate ligand, reminiscent of the iron coordination environ-
ment in a variety of heme-based biological systems.39−41 Early
work by Woggon and co-workers focused on synthetic models
of P450s and chloroperoxidase (CPO) featuring axially bound
thiolate ligands.42 In their studies, it was indeed possible to
observe the formation of an intermediate with an absorption at
λmax at 388 nm,43 which compares well to the feature attributed
to Compounds I in cytochrome P45044 and CPO45 with a value
of 367 nm. However, no C−H bond reactivity studies were
reported.
Our endeavor turned out to be particularly challenging due

to the significantly more fragile nature of complex 6. The
originally reported reaction conditions for the oxidation of
DHA by Sastri et al. used a 1:1 mixture of MeCN and MeOH
at 0 °C.23 Under these conditions, the reaction of 6 with DHA
was not sufficiently well behaved in our hands, and a reliable
KIE value could not be obtained. We thus switched to pure
MeOH as the solvent and explored reaction temperatures of 0
°C and −20 °C. Under these conditions, we were indeed able
to determine the KIE for the oxidation for DHA to be 80 at
−20 °C (Figure 4) and estimate a KIE of ∼60 for the reaction

at 0 °C. We note that the rates at 0 °C became relatively fast
compared to the mixing times following addition of DHA
solutions only allowing us to estimate a KIE (see Figure S1). A
KIE value of 80 at −20 °C is a factor of 4 higher than found for
the other complexes with anionic axial ligands and a factor of 8
larger than that for the parent MeCN complex. These results
match the theoretically computed KIEth values.
The KIE value obtained at −20 °C (KIEexp = 80) is

comparable to the value of 60 computed for 25 °C by Mandal
et al. in their first report.27 This result shows that the originally
observed anti-electrophilic trend is due to a barrier slicing effect
by tunneling, which depends on the nature of the axial ligand.
Having established this experimental basis, we recomputed the
KIE for the [Fe(O)(TMCS)]+ complex at −20 °C and
obtained a value of 98, in reasonable agreement with
experiment (Table 1). In addition, we also reevaluated the
calculated KIE at 0 °C, for which we obtained a value of 61
comparing well to our experimental estimation of ∼60. These
data thus suggest that we do capture the temperature

dependence of the KIEs reasonably well and provide further
validation for the computational approach chosen.
Having validated the previous prediction, we are now in a

position to ask the question: How does the nature of the axial
ligand cause a large KIE in C−H bond oxidation reactions? And
maybe more importantly: What are the implications for
reactivity and selectivity? For this purpose we might group
the complexes that have been studied into three subsets: (i)
The parent complex [Fe(O)(TMC)(NCMe)]2+ with a
moderate KIE of 10 (25 °C), (ii) complexes with azide or
carboxylate-derived axial ligands, which range from ∼15 to 20
(0 °C), and (iii) the [Fe(O)(TMCS)]+ complex, which has a
KIE of 80 (−20 °C). All computed KIEs are for the S = 2 spin
state, which we have clearly identified as the reactive spin state
as outlined in the introduction.
Figure 5 shows the connection between the donor property

of the axial ligand and the quantities that determine tunneling

efficiency and KIE, using three frames taken from our previous
study.27 Figure 5a shows that the transmission coefficient κ (for
tunneling) increases steeply with ΔqCT(Lax), and the highest κ
is obtained for [Fe(O)(TMCS)]+, which possesses an axial
thiolate ligand, the most electron-donating axial ligand in the
series. Figure 5b displays a plot of the imaginary frequency vs
the calculated KIE values at 273 K presented in the Supporting
Information (SI). It is apparent that the calculated tunneling is
dominated by the imaginary frequency in the corresponding
5TSH. Thus, the TS for the complex with the best donor Lax,
[Fe(O)(TMCS)]+, possesses the highest imaginary frequency
in the set and the highest KIE at a given temperature.
Nevertheless, there is some scatter in the plot near the lower

Figure 4. Representative k2 plots for the reactions of [Fe(O)-
(TMCS)]+ in CD3OH with varying amounts of DHA-h4 (black
squares) and DHA-d4 (red dots) at −20 °C. Figure 5. (a) Plot of the logarithm of the H-transmission coefficient

for tunneling vs ΔqCT. (b) Plot of the absolute magnitude of the
imaginary frequency (in cm−1) vs KIEcal at T = 273 K. (c) Plots of the
barriers vs the intrinsic reaction coordinate (IRC) for the reactions of
DHA with three FeIV(O)TMC complexes in the series. Here, the
upper points of the plots are normalized to show more clearly the
effect of the axial ligand on the barrier width. This plot is adapted from
Figure S8 in ref 27. with permission from the American Chemical
Society.
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end of the KIE, which indicates that there are secondary effects
that modulate the tunneling for a given imaginary frequency.
Figure 5c reveals such a factor by showing the potential energy
curves of a few of the H-abstraction reactions plotted along the
intrinsic reaction coordinate (IRC). It is seen that the barrier
for [Fe(O)(TMCS)]+ stands out, as it is the least asymmetric
and quite narrow virtually throughout its height. On the other
hand, all other ligands lead to a more asymmetric barrier that
diverges close to its top and becomes broad. The most
asymmetric and broadest barrier is for [Fe(O)(TMC)-
(NCMe)]2+, which possesses the weakest electron donor axial
ligand. As such, the [Fe(O)(TMCS)]+ barrier is ideal for
tunneling, while the other oxoiron(IV) complexes have
decreased tunneling efficiency.
Using all the above trends, we now attempt to formulate a

more chemically intuitive model for the behavior displayed in
Figure 5. Thus, if we simply reflect the barrier through a mirror
passing perpendicular to the plane of the page, the barrier will
“become” a minimum. As such, the imaginary frequency, which
determines the curvature of the barrier near the TS, can be
regarded as though it were a real frequency of a stable structure
located at an energy minimum. Therefore, we shall try to link
the foregoing features of the barrier to physical properties of
the 5TSH.
As shown above (Figure 3), the properties of the TS are

determined by the ability of the axial ligand, Lax, to donate
charge to the rest of the oxoiron(IV) complex. Indeed, the O---
H---C moiety carries partial negative charges on O and C and a
partial positive charge on H. In addition, the bond orders of the
H in transit to O and C may be affected by the axial ligand and
give rise to bond asymmetry of the TS. Let us therefore focus
on the impact of the electrostatic energy in the TS on the
corresponding imaginary frequency and then proceed to the TS
bond order effects.
As expressed by eq 1a, the electrostatic potential energy V

varies in proportion to the products of the charges on O, H,
and C, with a distance dependence of 1/R, where the R’s are
the corresponding distances across the OQ−···HQ+···CQ−

moiety.

= −
| | × | |

−
| | × | |

+
| | × | |

− − −
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Q Q
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O H

O H

C H
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Assuming other interactions are constant, the second
derivative of V will dominate the force constant (k) of the
OQ−···HQ+···CQ− moiety and will be proportional to the sum of
the first two charge products (see SI for details), which are
responsible for electrostatic stabilization (eq 1b):

≈ ∝ − | | + | |V
R

k Q Q Q Q
d
d

[ [ ]
2

2 O H C H (1b)

Figure 6 summarizes our insight into the factors that slim the
barrier. Figure 6a shows a reasonable correlation of the squared
imaginary frequencies with the sum of the product charge in eq
1b, while Figure 6b shows the correlation with the full second
derivative of the electrostatic potential (for a detailed derivation
see SI). The good correlation implies electrostatic narrowing of
the barrier. Thus, as the axial ligand’s donicity increases, the
electrostatic interaction across O---H---C becomes more
stabilizing and the corresponding imaginary frequency becomes
larger, and vice versa. It is seen that the TS for [Fe(O)-
(TMCS)]+ has the most negative electrostatic potential, and

hence the highest imaginary frequency and the narrowest
barrier, which are most conducive for efficient tunneling.
Figure 6c shows a plot of the imaginary frequency vs the

difference between the C---H and H---O bond orders in the TS.
The larger the bond order difference, the greater the asymmetry
of the corresponding barrier (compare with Figure 5c),9,46

which may also be associated with TSs that become late or
early. The asymmetric barriers are broader than the symmetric
barriers, and their corresponding imaginary frequencies are
generally lower. Clearly, the bonding asymmetry in the TS acts
as a factor that broadens the barrier and limits the energy space
through which tunneling may occur. In this respect, it is seen
that once again the TS of [Fe(O)(TMCS)]+ stands out as the
one having the least asymmetry. As a result, the corresponding
barrier is the narrowest and the most symmetric one in the set.
An ideal scenario in this series would be one with a fully
symmetric TS and an imaginary frequency extrapolated to 2334
cm−1, leading to facile tunneling and a large KIE.
Our observations also provide us with a perspective on the

role of the axial ligand for the thiolate-ligated active sites of
cytochrome P450 versus histidine-ligated centers in heme
peroxidases. In line with the reactivity trends observed in the
series of TMC-based complexes presented in this study, the
heme-based systems also exhibit increased C−H bond
activation reactivity in the presence of the strongly donating
thiolate ligand.40,41 To date no reactivity data are available for
synthetic models of the high-valent intermediate, Compound I,
with an axial thiolate ligand, making the experimental
exploration of the axial ligand effect for this strongly donating
variant challenging (vide supra). On the other hand, a more
electron-donating selenolate axial ligand has recently been

Figure 6. (a) Correlation of the square of the imaginary frequency (in
cm−1) with the electrostatic potential (V) across the O---H---C moiety
in the TS, charge product QHQO + QHQC. (b) Correlation of the
square of the imaginary frequency with the second derivative of V. (c)
Correlation of the imaginary frequency with the difference of the C---
H and H---O bond orders (BOs) in 5TSH. Extrapolation to zero
asymmetry shows that such a putative TS will possess an imaginary
frequency of 2334 cm−1.
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introduced into cytochrome P450.47−54 Green and co-workers
have provided spectroscopic evidence for the formation of the
corresponding Compound I species and found an increased
reactivity toward C−H bonds.55 Based on the above discussion,
we expect that increasing the donicity of the axial ligand from
cysteine to selenocysteine will enhance the tunneling efficiency.
Indeed, in synthetic Compound I complexes, it is observed that
making the ligands to the high-valent Fe center more electron-
donating, by introducing either appropriate axial ligands or
meso substituents on the porphyrin, increased tunneling in H-
abstraction reactions.56,57 It is expected therefore that the
selenocysteine-Compound I will have a higher tunneling
contribution to H-abstraction reactivity.
The same notions also apply to isopenicillin N synthase

(IPNS),58−62 another C−H bond-cleaving iron enzyme that
generates an oxoiron(IV) oxidant.63 In this case, a substrate-
derived thiolate is coordinated cis to the incipient oxo atom59,61

and gives rise to a KIE for C−H bond oxidation by this high-
valent intermediate that is estimated to be >30.63 Thus, IPNS
represents another instance of a biological iron oxidant with a
thiolate ligand that gives rise to a significant tunneling
component in the transition state.
Even without employing a thiolate ligand, biology has been

able to tune a metalloenzyme active site to elicit significant
tunneling contributions in the cleavage of a substrate C−H
bond. Examples include soybean lipoxygenase at one extreme,
which cleaves the weak allylic C−H bonds of linoleic acid
(BDE ≈ 80 kcal mol−1) with a KIE of 80,18 and sMMO at the
other extreme, which carries out the most challenging
transformation of breaking the very strong C−H bond of
methane (BDE = 105 kcal mol−1) with a KIE of 50.12−14 As we
have demonstrated, greater tunneling contributions arise from a
more symmetrical transition state. Therefore, for an active site
that has evolved to break a specific C−H bond in a substrate,
matching the oxidant’s nature to this specific C−H bond can
contribute substantially to the high levels of selectivity achieved
by enzymes.
Thus, it is remarkable that the high-valent diiron oxidant Q

of sMMO may attack the very strong C−H bond of methane
specifically without oxidizing the weaker C−H bonds within the
active site. It has been proposed that the actual active oxidant is
unmasked only after methane enters the active site in order to
minimize collateral damage.14,64−66 In light of the presented
results, one might add to the previous proposal that in high-
valent iron active sites engaged in C−H bond activation,
matching the nature of the oxidant to its specific substrate can
result in enhanced specificity due to tunneling contributions.
The principles described are not to be mistaken for a

peculiarity in biological systems,67 but also provide a general
platform for approaching high levels of selectivity for
nonbiological reactions involving C−H bond activation. This
notion is corroborated for the synthetic oxoiron(IV) complex
[FeIV(O)(BnTPEN)]2+ by the experimental observation that an
inverted V-shaped plot of the KIE values vs the C−H bond
strengths of a variety of substrates has been observed
experimentally68 and corroborated computationally.31 Although
controversial, the term “quantum catalysis” has previously been
associated with such phenomena.8,69,70

In summary, therefore, Figure 6 shows that electrostatic
interactions contribute to sculpting of the narrowness of the
barrier near the TS, affecting the imaginary frequency and
hence the shape of the PES. On the other hand, the bonding
asymmetry in the TS causes the barrier to extend in a given

direction of the IRC and minimize the narrow part of the
barrier that is available for tunneling. Thus, as the axial ligand of
[Fe(O)(TMC)(Lax)]

z+ becomes a better electron donor, it
increases the electrostatic interaction that leads to a narrow
barrier and reduces the binding asymmetry of the H in transit,
thereby leading to a higher tunneling efficiency and KIE. In this
study of various complexes that abstract an H-atom from DHA,
[Fe(O)(TMCS)]+ (6) is the most ideal complex for tunneling
controlled-reactivity.

■ CONCLUSIONS

We have presented here experimental verification of an earlier
DFT prediction that the KIE value for the reactions of
[Fe(O)(TMCS)]+ with hydrocarbons is the highest among all
the known [Fe(O)(TMC)(Lax)]

z+ complexes.27 Having done
that, we have presented an intuitive model of the factors that
control tunneling in these systems. One factor is the
electrostatic stabilization of the Hδ+ as it moves between the
Cδ− and Oδ− moieties in the TS. The greater the electrostatic
stabilization, the narrower the barrier and the larger the
imaginary frequency it would possess, leading to larger
tunneling. The second factor is the symmetry of the energy
barrier, which as we showed is controlled by the bond order
(BO) differences of the two bonds to H in the TS, namely,
BO(C---H) − BO(H---O). The smaller the difference, the
more symmetric is the TS and the larger would be the
tunneling contribution. As we demonstrate, when the axial
ligand of the oxoiron(IV) complex is a good electron donor,
both of the aforementioned factors favor tunneling. Indeed, the
highest tunneling is observed and computed for [Fe(O)-
(TMCS)]+ in its reaction with DHA. This dependence of the
tunneling on the donicity of the axial ligand is responsible for
the anti-electrophilic reactivity trend, noted previously for the
H-abstraction reactions of [Fe(O)(TMC(Lax)]

Z+.23 Clearly,
tunneling operates here as a selectivity parameter, as shown by
Schreiner et al.8

■ METHODS
Experimental Details. Reagents and solvents were obtained from

commercial suppliers and used as received unless specified. 9,10-
Dihydroanthracene (DHA) was purified by recrystallization from hot
EtOH under an argon atmosphere, and residual EtOH was removed
via co-evaporation with benzene. DHA-d4 was prepared as described in
the literature,66 and purified as its hydrogen isotopologue. meta-
Chloroperoxybenzoic acid (m-CPBA) was purified prior to use as
outlined in ref 71. The purity of the m-CPBA was assessed by reacting
it with PPh3 and determining the amount of OPPh3 formed.
[FeII(TMCS)]PF6 was prepared following reported procedures.72,73

Second-order rate constants for the oxidation of DHA and DHA-d4
were obtained by monitoring UV−vis absorption spectra on a HP
8453A diode array spectrometer equipped with a cryostat from
UNISOKU Scientific Instruments, Japan. In a representative kinetic
run, a UV−vis cuvette was charged with 1 mL of a 1 mM stock
solution inside an N2-filled glovebox and sealed with a septum. The
cuvette was placed inside the spectrometer and cooled to −20 °C (or
0 °C). Then KOtBu (6 equiv) and m-CPBA (1 equiv) were added as
stock solutions in MeOH. The formation of the [FeIV(O)(TMCS)]+

species24,74 was monitored, and upon maximum formation DHA-(h4
or d4) was added as a stock solution in benzene. Note that benzene
was used to ensure solubility of DHA in MeOH under the reaction
conditions. Stock solutions of KOtBu and m-CPBA were cooled to ∼0
°C and stock solutions of DHA-(h4 or d4) were maintained just above
the melting point of benzene. Decay profiles were fit to a single
exponential for approximately five half-lives after mixing. Representa-
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tive plots of kobs vs [DHA] for the determination of second-order rate
constants can be found in the SI.
Computational Details. Previously, several data for TMC

complexes were reported by us for different substrates, calculated at
different levels of theory and more specifically for different
purposes.27,28,31 Here we have performed complete investigations at
a uniform level of theory for all the TMC systems and using a
common substrate DHA for all types of calculations. All calculations,
except for the optimizations of the stationary states and NBO for a few
oxidants, are new, and the reported data may not be exactly identical
with those reported in our previous investigations. The following
details are to follow this Article independently.
General Notes on Calculations. Geometry optimizations were

carried out with the Jaguar 8.0 program75,76 package with the
UB3LYP77−79 density functional and the LACVP*(Fe)/6-31G*(rest)
basis set.80−82 We neutralized here the charge of the iron(IV)-oxo
reagents with CF3SO3

− counterions in order to reduce self-interaction
error83−85 and verified that there are no further consequences on
reactivity. A subsequent frequency calculation was also done at the
same level to confirm the nature of the optimized structures as local
minima (no imaginary frequency) or transition states (one imaginary
frequency), and to evaluate the zero point vibrational energy (ZPVE),
as well as thermal and entropic corrections to the Gibbs free energy.
Intrinsic reaction coordinates (IRCs) were calculated using HPC
algorithm86−88 and mass-weighted Cartesian coordinates, which is the
default choice in Gaussian 09.89 More than 200 steps were calculated
with step sizes of 5 (0.005 amu1/2 Bohr) to check that the transition
states exactly correlate with the reactants and intermediates.
Tunneling Corrections and Kinetic Isotope Effect (KIE)

Calculations. Eckart tunneling calculations were performed using
TheRate program.90 The Eckart-based method91 uses an analytical
potential energy function fitted by the computed and ZPVE corrected
energies of the reactant, products, and TS, as well as by the imaginary
frequency along the adiabatic minimum energy pathway, i.e., the
intrinsic reaction coordinate (IRC), in mass-weighted Cartesian
coordinates. Using the definitions in this paper, the Eckart function
is fitted at the E level. The transmission coefficient, κ, due to tunneling
is calculated by integration of the barrier “penetration” probability as a
Boltzmann-averaged function of the energy. The effect of the
transmission coefficient κ on the barrier is calculated by the following
equation:

κΔΔ = −⧧E RT Tln ( )tun (2)

Here, R is the universal gas constant and T the absolute temperature.
As can be seen from eq 2, the tunnelling correction effectively cuts the
barrier by the quantity ΔΔE⧧tun. Information regarding the reliability
of the Eckart method relevant to these types of systems is given in the
SI.
Corresponding kinetic isotopic effects (KIEs) were calculated for all

the reactions and compared with available experimental data to
ascertain the reliability of the tunneling contribution. The KIE
calculations employed the frequencies of the reactions of the iron(IV)-
oxo complexes with DHA and their deuterated isotopologue DHA-d4.
The KIEs were calculated using the semiclassical Eyring equation,92

followed by tunneling-corrected (TC) values, using the following
expression:

κ κ=KIE ( / )KIETC H D EY (3)

where κH and κD are the transmission coefficients of the two
isotopomers, evaluated by the Eckart method. The KIEs were
calculated according to the available experimental temperature.
Atomic charges were calculated with NBO 3.1.93 Bond order refers

to Wiberg’s bond orders.94 Both were calculated at the aforementioned
level of theory using GAUSSIAN 09.89
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■ NOTE ADDED AFTER ASAP PUBLICATION
Equation 1b was corrected on December 13, 2017.
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